On the probability of a model

Cesareo Villegas and Tim Swartz*
Department of Statistics and Actuarial Science,
Simon Fraser University, Canada.

Carmillo Martinez
Department of Mathematics and Statistics,
University College of the Fraser Valley, Canada.

Abstract

The posterior probabilities of K given models when improper priors are used de-
pend on the proportionality constants assigned to the prior densities corresponding
to each of the models. It is shown that this assignment can be done using natural
geometric priors in multiple regression problems if the normal distribution of the
residual errors is truncated. This truncation is a realistic modification of the re-
gression models, and since it will be made far away from the mean, it has no other
effect beyond the determination of the proportionality constants, provided that the
sample size is not too large. In the case K = 2, the posterior odds ratio is related to
the usual F statistic in ”classical” statistics. Assuming zero-one losses the optimal
selection of a regression model is achieved by maximizing the posterior probability
of a submodel. It is shown that the geometric criterion obtained in this way is
asymptotically equivalent to Schwarz’s asymptotic Bayesian criterion, sometimes
called the BIC criterion. An example of polynomial regression is used to provide
numerical comparisons between the new geometric criterion, the BIC criterion and
the Akaike information criterion.

Key Words: Bayesian testing, geometric Bayesian inference, geometric priors,
model selection, probability of a model, sharp hypotheses, variable selection.
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1 Introduction

As was pointed out by D.R. Cox in a comment to Dempster (1971), a
Bayesian analysis of two models with flat priors requires a value for the
relative heights of the two priors densities. In the present paper it will be
shown that such a constant value can be found if the normal distribution of
the residual error is truncated. This truncation is a realistic modification
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of the model, and since it is made far away from the mean, it has no other
effect beyond the determination of the constant, provided that the sample
size is not too large.

In choosing a regression model one usually wants to test the null hy-
pothesis that some of the regression coefficients are zero, or equivalently
that some of the independent variables have no influence on the response.
Elimination of these variables leads to a regression submodel having fewer
independent variables. This process is called variable selection or subset se-
lection. We restrict our attention to a particular set of K submodels. After
the appropriate truncation of the likelihood function, the improper prior is
equivalent to a truncated proper prior that assigns equal prior probabilities
to these K submodels. The corresponding Bayesian analysis then provides
posterior probabilities for each of the K submodels. Assuming zero-one
losses the optimal subset selection is achieved by maximizing the posterior
probability of a submodel. When K = 2, the corresponding posterior odds
ratio is related to the usual F' statistic. It will be shown that this criterion
is asymptotically equivalent to Schwarz’s (1978) asymptotic Bayesian cri-
terion, which is sometimes called the BIC criterion. For other procedures
of model selection see Chipman, George and McCulloch (2002), Berger and
Pericchi (1996), O’Hagan (1995), Kass and Wasserman (1995), Gelfand
and Dey (1994), Rueda (1992), Bhansali (1986), Smith and Spiegelhalter
(1980), Geisser and Eddy (1979), Akaike (1973) and Jeffreys (1961), as well
as the references therein.

In Section 2, we consider the truncation approach in the context of
the univariate normal model. This is extended in Section 3 to a simple
multivariate model. The general problem of variable selection in multiple
regression is then addressed in Section 4 where comparisons are made with
well known variable selection criteria.

2 Univariate normal model

Consider the problem of testing the simple null hypothesis Hy : p = pg
against the composite alternative H, : i # g when the standard deviation
o is known, and a sample of size n is available. Since we assume a normal
distribution, the sample mean X is a sufficient statistic, and, if X = 7 is
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the observed value, the likelihood function is proportional to

exp{—;?(,u—:iy}. (2.1)

The uniform prior on the whole real line cannot be used to find the
posterior probability of the point null hypothesis Hy: p = po because it
assigns zero prior probability to it, and therefore the corresponding poste-
rior probability is zero regardless of the data. Bartlett (1957) considered
a proper prior that puts probability mg at u = o and distributes the rest,
1 — my uniformly over

o —ho < < po+ ho

for some fixed h. He found that when h — oo, the posterior probability of
Hy converges to 1, and so this method fails to identify a limiting prior that
represents ignorance concerning . Indeed, to obtain such a limiting prior,
o should be a function of h that converges to zero when h — oo.

Limiting priors that represent ignorance are usually improper priors
that assign an infinite measure to the whole parameter space. The value
assigned to any subset is not a prior probability because it is not necessarily
bounded by 1, and it may be called a probability index. In particular, the
probability index of the null hypothesis Hy may be any positive constant
C > 0. Consider then the improper prior which assigns to g = pg the
probability index C' > 0 and is otherwise uniform on the whole real line,
with index density equal to 1.

The posterior indez is the product of this improper prior and the like-
lihood function (2.1). The posterior index of H, is the integral of (2.1),
namely

[(Hy|Z) = o/21/n
and the posterior index of Hy is
I(Ho|z) = Cexp {—2%/2}
where z = /n(Z — po)/o. The posterior odds ratio for Hy is then

PO = L(Ho|7) = Cvn exp {—2%/2}

[(HalZ) V2710
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and depends on the prior index C' of the null hypothesis Hg, as would be
expected. Therefore, in order to have a prior that represents ignorance, we
need to find a value C that is determined by the model. It will be shown
that this requires a slight modification of the model.

It should be recognized that in the real world, sampling distributions
have compact support. In the usual case when the sample space is a finite
dimensional vector space, this means that the sampling distribution assigns
probability 1 to a bounded set. For example, we usually say that the height
of a person of a given sex, age and race has a normal distribution, and a
normal distribution does not have compact support. But the normality
assumption is only a convenient approximation because we very well know
that (i) there cannot be persons with negative heights, and (ii) there cannot
be persons with arbitrarily large heights (say greater than 3 metres). In
the same book in which Gauss derived the normal distribution for the first
time, he recognized that normal distributions are really approximations:

The function just found cannot, it is true, express rigorously
the probabilities of the errors: for since the possible errors are
in all cases confined within certain limits, the probability of
errors exceeding these limits ought always to be zero, while our
formula always gives some value (Gauss 1809).

Therefore, if we want to be more realistic, we have to truncate the nor-
mal distribution in our model. If the truncation points are far away from
the mean, this truncation will have almost no effect on the common statis-
tical inferences, except, as we are going to see now, on the determination
of the constant C' needed to find the posterior probability of the null hy-
pothesis Hy. Suppose then that we truncate the normal distribution at the
points p + ho. Consider the case n = 1. The truncated normal density is

-1 _ (z—p)? ; _ < p<
f(:z:):{cha exp{ 57 } if w—ho<zx<pu+ho

0 otherwise

h
where cgl = [ exp {—t2/2} dt . Under H, , the likelihood function is
—h

cha_lexp{—%} if x—ho<pu<x+ho
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and 0 otherwise. At this point in the analysis, we know that under H, the
unknown mean belongs to the interval

r—ho<u<x+ho (2.2)

with probability 1. Therefore it is possible to truncate the parameter space
to the interval (2.2). With this restricted model, inferences are focused
on the sampling distribution of a hypothetical response Y, independent of
the observed X = x. See Villegas and Martinez (1999). The prior is then
truncated to the interval (2.2) and the prior index under H, is the length
of the interval I,(H,) = 2ho. We note that I,(H,) = 2ho does not depend
on z, and hence, we refer to it as the effective prior index I*(H,). Under
the assumption of prior ignorance, the prior index of the null hypothesis
I(Hp) = C is then set equal to I*(H,). This implies C' = 2ho, and we have
therefore completed the construction of the prior when n = 1.

Of course the prior should be the same for any sample size n. Suppose
that we have a sample = (21, ..., ;). Then the likelihood function under
H, is

1
cn —n e o
ho XP { 202

n

(J}Z' — ,u)2} if T(n) — ho < n< T(1) + ho
1=1

and 0 otherwise where z (1) = min;{z;} and x(,) = max;{z;}. The posterior
index of H, is

x(1)+ha

I(H,lx) = CZJ_"/

T(n)—ho

exp {5k > (2 — )| Y
and the posterior index of Hy is
I (Ho|x) = c2ho "L exp {—# Z (z; — ,uo)z} . (2.3)

Assumption 2.1. We assume that h is large enough so that the integral

z(1)+ho
[ en {=ata X ai )*fa

(ny—ho

can be replaced by the integral from —oo to +oo with negligible error.
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Disregarding this error, the integral is equal to

and substituting S (z; — po)? = n(Z —po)® + 3 (z; —2)? in (2.3), it
follows that the posterior odds ratio is

I (Hplz)  /2n
PO = I(TZM:) = \/;h exp {—2%/2} (2.4)

where z = /n(Z — po)/o. This is maximized by z = 0, and the maximum
is

MPO = hy/2n/m.

The relative posterior odds ratio RPO is therefore
RPO = PO/MPO = exp {—2%/2}

and we note that the relative posterior odds ratio does not depend on the
constant h.

The acceptance of one of the two hypotheses may be considered as a
decision problem. Under Hy the dimension p of the parameter space is 0
and under H,, the dimension is 1. Let the decisions be p =0 (accept Hy )
and p =1 (accept H, ) where p is an estimate of p. There is underestimation
if p =0 when p = 1 and overestimation if p =1 when p = 0. If ¢, is the cost
of underestimation and ¢, is the cost of overestimation, then the optimal
decision (i.e. Bayes rule) is to reject Hy if

PO < ¢y /co.

The ratio ¢, /c, is therefore the critical value of the posterior odds ratio
PO. Under the usual zero-one losses ¢, = ¢, = 1, Hy is rejected if PO < 1.
The formula (2.4) relates the critical value of PO to the critical value of z.
Solving for z? we have

22 =2log (@ P—ho> : (2.5)

Equation (2.5) shows that for fixed PO, the critical value of z increases
as n increases, a qualitative rule that is now widely accepted. Bickel and
Doksum (1977, page 175) state:
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This problem arises particularly in goodness of fit tests when
we test the hypothesis that a very large sample comes from a
particular distribution. Such hypotheses are often rejected even
though for practical purposes "the fit is good enough”. The
reason is that n is so large that unimportant small discrepancies
are picked up.

Table 1 shows critical values of z based on (2.5) for PO = 1 and selected
values of h and n. The value € is the joint probability of the truncated tails
in the normal distribution. Logarithms of the probabilities of one tail were
taken from Pearson and Hartley (1954). Note that values of h smaller
than h = 5 have not been included because in these cases Assumption 2.1
may not be valid. Consider then comparisons with usual significance levels
based on n = 1. When h = 5, the critical value z = 1.66 corresponds to a
0.10 significance level. Also when h = 8.5, by interpolation from the table,
we get the critical value z = 1.96, corresponding to the significance level
0.05. Finally, when h = 19, the critical value of z is 2.33, corresponding to
the significance level 0.01.

An idea about realistic values of h can be obtained in the case of human
heights from the Guinness Book of Records (1996), according to which the
world all-time record belongs to Robert Pershing Wadlow, born in 1918 in
Alton, Illinois. When he died in 1940, his height was 8 feet 11.1 inches,
or 272 cm. In Macdonell (1901) it is reported that the average height of
25,878 U.S. recruits was 170.94 cm. and the standard deviation was 6.56
cm. However, the mean height for men in the U.S. has increased during the
last century. Recent data for human heights in the U.S. may be found in
the NCHS Growth Curves for Children (1977). These data are based on a
national sample survey designed by the U.S. Bureau of the Census. On page
44, we find that for males of age between 24 and 25 years the mean height is
178.0 cm. and the standard derivation is 7.0 cm. Therefore, the world all-
time record is 13.4 standard deviations above the mean. According to the
same Guinness Book of Records (1996), the world’s shortest living adult
is believed to be Gul Mohammad of New Delhi, India, with a height of
22.5 in. or 17.3 standard deviations below the mean. When choosing h
to accommodate outliers such as the world’s tallest and shortest people, it
is in keeping with common statistical practice of using error distributions
with long tails. The Guinness Book of Records gives many other records
for plants and animals that suggest that it may not be unreasonable to
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n
h 1 2 4 8 10 50 200 500 €
51166 1.86 204 220 225 258 284 3.00| .6x107°
6 | 1.77 1.96 2.13 229 233 265 290 3.06| .2x107°
7
8
9

1.85 2.03 220 235 240 271 296 3.11 | .3x 10"
1.93 210 226 241 245 276 3.00 3.15|.1x10™"
1.99 215 231 245 250 2.80 3.04 3.19 | .2x10° '8
10 [ 204 220 235 250 254 284 3.07 322 | .8x10°%
11 [2.08 224 239 253 258 287 3.11 325 .4x10°%
12 | 2.13 228 243 257 261 290 3.13 3.28 | .4 x 10732
13216 232 246 2.60 264 293 3.16 3.30 | .1x107%
14 1220 235 249 263 267 296 3.18 332 | .2x107%
15| 2.23 238 252 265 270 298 320 3.34|.7x107
16 | 226 241 255 2.68 272 3.00 322 3.36|.1x107°°
17 [ 228 243 257 270 274 3.02 324 338 | .8x107%
18231 245 259 272 276 3.04 326 340 | .2x1071
19233 248 261 274 278 3.06 328 341 | .2x1077
20 [ 2.35 250 2.63 276 2.80 3.07 3.29 3.43 | .6x 1058

Table 1: Critical values of z based on (2.5) for PO = 1 and selected values of h
and n. The value € is the joint probability of the truncated tails in the normal
distribution.

choose similar values of A whenever the response is of a biological nature.

It is worth remembering that C = 2ho and hence one could instead
choose C. The advantage of choosing h over C is that h has a nice inter-
pretation as the number of standard deviations beyond the mean for which
sampling probability is negligible. When choosing h based on past data
as suggested above, one is really advocating an empirical Bayes approach
where the prior depends on the data. However, referring again to Table 1,
one may instead consider an objective approach by choosing a large value,
say h = 20, which may be seen to be adequate for many applications, and
is on the conservative side in the sense that Hy is rejected less often. In
the final analysis, it must be recognized that the truncation constant h is
a component of the model, and its determination is not very different from
the determination of the significance level of a ”classical” test.
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2.1 Unknown variance

In the previous section it was assumed that the standard deviation o is
known. When o is unknown, the parameter space is the union of

Qo ={(n,0) = p=po},

the subset corresponding to Hy, and

Qo ={(p,0): p# po},

the subset corresponding to H,. The likelihood function is
Lexp{— (6% + (u—2)]}

where ¢ is the maximum likelihood estimate of the unknown o. In the
previous section, the prior had a point mass C' = 2ho placed at u = pg and
a density 1 on pu # pg. Equivalently, since an improper prior is determined
only up to an arbitrary scale factor, the prior could have been chosen to have
a point mass 1 placed at = po and a density (2ho)~! on p # po. When o
is unknown the natural parameter space for o is the multiplicative group of
positive integers. The invariant measure in this group has differential do /o
This structural prior is, in a Kleinian sense, a geometric prior for o, and
therefore is a good candidate to represent ignorance. See Villegas (1990).
Thus the prior differential is

l\D|&.
=

W&

on ),

d(p,0) =
on g

Note that this prior is invariant under changes of scale (see Villegas
1990), and that on €, it is the inner (or Jeffreys) prior dudo/o?, which
was used for the first time by Edgeworth (1883). For a good understanding
of the rationale behind the use of Jeffreys prior, see George and McCulloch
(1993). A simple calculation shows that the posterior odds ratio for Hy is

PO =ny/2 1427

where t = n(zZ — po)/s and s2 = 3 (z; — 2)*/(n — 1).
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Therefore the relative posterior odds ratio is simply

2 172
RPO = [1+ J

and is equal to the corresponding relative density of a t-distribution with
n-1 degrees of freedom.

3 A simple multivariate model

Let y(M, ..., 4™ be a sample of size n from a truncated multivariate nor-
mal distribution in R? with unknown mean g = (p1, ..., uq)/ and known
covariance matrix ¢o2I,. The distribution is truncated to a ¢ dimensional
coordinate cube Cj (1) centered at p with sides of known length 2ho. Let

. n .
y= % S y® be the observed mean vector and let 62 = niq > Hy(’) - gH2
i=1
where ||y|| denotes the norm of the vector y.

Let {Ax : k=1,..., K} be a family of different subsets of the finite set
A =1{1,2,...,q}, and let g denote the cardinality of Ay . Without loss
of generality, we assume that the sets Ay are ordered so that the sequence
{qx : k =1,..., K} is monotone increasing. We assume that A; = ) such
that ¢ = 0. We then consider the hypotheses

Hk:ujzo 1fj¢Ak

and let € be the set of all u € R? that satisfy the condition Hi. Note that
Q) is the origin in RY.

The parameter space €2 is the set of all pairs 0 = (k, u) where k € {1,...,
K } and pu € Q. The likelihood is a function of 6 given by

_ n N _
cplo ™ exp ~552 q6? (k) + Z (1 — 7;)° (3.1)
JEAK

where

(k) =6"+q ' ) 7
JEAK
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and y; is the jth coordinate of the mean vector §. Note that when k =1
the summation in (3.1) is over an empty set and can be dropped. Since we
are assuming that o is known, the factor "¢ may be dropped from (3.1).
However we are not dropping it because the results obtained in this way
are useful in the more realistic case in which ¢ is unknown.

We now construct a prior that represents ignorance. Since the prior
should not depend on the sample size n, suppose for a moment that n = 1.
The set of all pairs § = (k, ) with a fixed k constitute a copy of R? that
we denote Rz. The parameter space €2 can therefore be viewed as a finite
set corresponding to the collection of all copies RY, k € {1,..., K}. When
the parameter space is a finite set, uniform priors have been frequently
used to represent ignorance. As was pointed out by J.M. Keynes (1921),
this use, suggested by James Bernoulli, gained wide acceptance under the
name of the principle of non-sufficient reason, later called the principle of
insufficient reason.

Accordingly, a prior II that represents ignorance should have a uniform
restriction II; on the copy RZ, with a constant density that may be different
on each copy. To determine these constant densities, consider what happens
when the observation y becomes known. Under Hy, and assuming k& > 1,
the mean p belongs to the cube Cy (y) € Qi with sides of length 2ho and
volume (2ho)?%. Suppose that the parameter space Q is truncated to a
subspace €2(y) which is the set of all pairs § = (k, ) with u € Ck (y). Then
the prior IT should also be truncated to €(y). This truncated prior is now
a proper prior and to represent ignorance it should assign equal probability
K~! to all K hypotheses Hj. Therefore the original prior II assigns mass
K~'to R, and for k > 1, the prior differential corresponding to Rz is

K= (2ho)™% T du;- (3.2)
JEAK

Obviously this is also the prior that should be used for any sample size
n. The posterior index of H; is simply

— n —-n 1
I(Hl’Y) =K 1Chq0' lep {—F ”YH2}

where Y is the n x ¢ matrix whose ith row transposed is y(?) and the norm
||Y]| is defined by ||Y]? = 32 Hy(i)H2. If k£ > 1, the posterior index of Hy, is
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the integral over € of the product of (3.1) and (3.2), namely

ng one |1 [T ] nqo? (k
I(Hp|Y) = KMo ‘1[5 %} eXp{—qZT;)}. (3.3)

3

nq

This formula also includes the case k = 1 because 62 (1) = = Hy(i) H2
i=1

Now assume a common loss for choosing a wrong model. Then to
minimize the expected loss we should choose the hypothesis that maximizes
the posterior index I (Hg|Y'). Equivalently we may minimize

52 (k 2nh?
o

™

It is also natural to use a coordinate free truncation under which the
support of the distribution of the random variables y®, i € {1,...,n} is a
q dimensional ball (or solid sphere) centered at p with volume (2ho)? equal
to the volume of the cube in the coordinatewise case. Since the truncation
is done far away from the mean of the sampling distribution the difference
between the likelihood functions produced by the two types of truncation
is negligible. A similar argument shows that the prior has differential (3.2)
when k£ > 1, and mass K~! when k = 1. The posterior index is again
given by (3.3). Therefore, our testing criteria is the same using either a
coordinatewise or a coordinate free truncation.

4 Multiple regression

4.1 Basic results

Consider the multiple regression model
y=Xp+ou (4.1)

where the n x g design matrix X is of full rank ¢, the random vector u
has a standard multivariate normal distribution, ¢ is an unknown positive
number and ( is the unknown regression vector. The maximum likelihood
estimate of 3 is the vector /3 given by

B=(X'X)"Xy
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and the regression equation (4.1) may be written in matrix notation as

G e

The group G of matrices of the form

68 o

9:[*’ 0] (4.3)

is called the regression group. If we set

X' [ X’
’U:|: /:|7 Z = /:|7
u Yy

the regression equation (4.2) becomes

Ov = z. (4.4)

Let g be a fixed matrix of the regression group and consider the change of
variables y — y* given by

2" =gz, z*:[X y*],.
Then the new regression equation is
v = 2* (4.5)
where the new parameter 6* is
0" = g6. (4.6)

The new regression model (4.5) with parameter 6* is identical to the old
regression model (4.4) with parameter 0, and therefore there is no reason
why the prior 7* that represents ignorance concerning 8* should be different
from the prior 7 that represents ignorance concerning 6. Therefore 7% = 7
should be a left invariant measure in the regression group G (see Villegas
1981). This is, in a Kleinian sense, the natural geometric prior on the group
G. Tt is well known that it is also the Jeffreys prior for the group model
(see George and McCulloch 1993).

Theorem 4.1. The natural geometric prior for the multiple regression
model (4.1) has differential

dfdo/o?T. (4.7)
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Proof. Set

g:[ig}. (48)

Substitution of (4.3) and (4.8) in (4.6) gives the values for the new param-
eters 0* and o*:

B =18+~, o =70

Let 7*(5*,0%)d3*do* be the prior differential for the new parameters. We
substitute the old variables 0 and o in two stages. In the first stage we
substitute o for ¢* and obtain the intermediate prior differential

T (8%, 70) dF*do.
In the second stage we substitute G for §* and obtain
T (78 + v, 70) dBdo. (4.9)

Let 7(3,0)dfBdo be the prior differential for the old variables. Hence from
(4.9) we have

7 (8,0) = 97" (18 +~,70). (4.10)
Since 7* = m, substitution in (4.10) gives the functional equation for ,
7 (8,0) =t w (18 4+ ~,70) (4.11)

which must hold for arbitrary values 8,0, 7 and . Given 8 and o, choose
7 and «y such that 78+~ =0 and 70 = 1. Substitution in (4.11) gives

m(8,0) =m(0,1) /o,
But 7(0,1) is an arbitrary value which can be chosen equal to 1, and the
conclusion follows immediately.O

Following Villegas (1981) the natural geometric prior (4.7) is called the
inner prior, and the corresponding posterior is called the inner posterior.

Let H be the ¢ x ¢ lower triangular matrix with positive diagonal ele-
ments defined by the Cholesky decomposition

X'X =HH,
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and let v and 4 be defined by
y=H'8, F=Hp.

Then 4 has a multivariate normal distribution with mean v and covariance
matrix 021[1. The maximum likelihood estimate of ¢ is ¢ defined by

. 1 12
6 ==y -1l
n

where § = X/3. The random variables 3 and & (i.e. 4 and &) are indepen-
dent sufficient statistics and their sampling distributions are given by the
equations

o H (B - ﬁ) =y, (4.12)

g - \/—XH (4.13)

where y has the chi distribution with n — ¢ degrees of freedom and is
independent of w.

The likelihood function is the function of 5 and o (i.e. v and o),
1 1 ~2 A2
e { =gz [0+ - 417] (4.14)

and the inner posterior differential is therefore the product of (4.14) and
(4.7). Tt can be shown that the inner posterior distribution is also given by
equations (4.12) and (4.13) if 3 and & are fixed at the observed values and
x has a chi distribution with v = n degrees of freedom.

Elimination of o between (4.12) and (4.13) gives
' H <B - ﬁ) —t (4.15)

where t = y/nu/x has a Student multivariate t-distribution with v = n
degrees of freedom. The equation (4.15) gives the marginal posterior dis-
tribution of 8. Since the posterior differential of x is proportional to

d
X" exp {—x*/2} YX

it follows that the marginal posterior differential of ¢ is proportional to

—n g né?\ do
o "expy ——= ¢ —.
p 202 | o
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4.2 Variable selection

In the present section we consider the linear model (4.1) with replications
because we are interested in asymptotic results when the number of repli-
cations tends to infinity. Consider then the multiple regression model with
m replications for each covariate setting

where o is known.

Let g = m™! Ey(i) be the observed mean vector. The maximum like-
lihood estimate of 3 is

B =(X'X)"'X' 3.

There are 29 possible submodels of the model (4.16) where each sub-
model assigns the value zero to some components of the regression vector
(5. Equivalently, each submodel excludes a particular subset of the columns
of X . We restrict our attention to a particular set of K submodels. We
denote by X the n x g matrix consisting of those columns of X which are
included in the kth submodel. We assume that the submodels are ordered
in such a way that the sequence g is monotone increasing. Thus when
k = 1, the corresponding value ¢; may be zero. If g; = 0 then the first
submodel assigns the value zero to all components of the regression vector
B . Otherwise the kth submodel is

where 3% is the unknown ¢; dimensional regression vector. The maximum
likelihood estimate of the regression vector %) is

AR = (Xi/X) 7' Xy 9.
Let Hi be the g X g lower triangular matrix with positive diagonal
elements defined by the Cholesky decomposition
X, X = HiHy,
and let v®) and 4*) be defined by

) — Fr W) 50— pr ),
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Then 4*) has a multivariate normal distribution with mean v*) and covari-
ance matrix (o2 / m)ly, . The likelihood function for the kth model assuming

q1 # 0 is the function of 4(¥) (i.e. ),

e {—2% [nef?(k) + [y - 4 \ﬂ } (4.18)

where N = mn and
F2(k) = ~ i Hyu) _ ng(k)HQ
N i=1 '

If ¢ = 0, the likelihood function for the first submodel is defined only
for # =0 and is given by

1 1 )
e {5 IVIE}-

As was pointed out in Section 2, it should be recognized that in the
real world the random vectors y(i) have compact support. A more realis-
tic model is therefore obtained by assuming that under the kth submodel
the y( are independent multivariate normal random vectors with covari-
ance matrix o2I, truncated to a coordinate cube centered at the mean
p®) = X, 5) with sides of length 2ho. Note that this is a coordinatewise
truncation and it is not equivalent to a coordinatewise truncation of the
sampling distribution of X kﬁ(k).

Let ri(h) be the radius of a ball in ¢ dimensional space with volume
(2ho)® | equal to the volume of a coordinate cube with sides of length 2ho.
A ball (or solid sphere) By on the regression subspace centered at X0
and with radius ri(h) is the orthogonal projection of § on the regression
subspace of a uniquely defined cylinder Cj. The sampling distribution of g
is truncated to the cylinder Cj. Since the truncation is done far away from
the mean of the sampling distribution the difference between the likelihood
functions corresponding to the two types of truncation (to a cube or to
a cylinder) is negligible . The truncation to a cylinder is equivalent to a
spherical coordinate free truncation of the sampling distribution of Xkﬁ(k)
in the regression subspace to the ball By, and it is also equivalent to the
truncation of the sampling distribution of %) to a ball By centered at
~*) and with radius 7(h). With this truncation the likelihood function is
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zero if H’y(k) — 4(k) H > r,(h) and otherwise it can be still considered to be
proportional to (4.18), because the truncation is made far away from the
population mean.

We now have to construct a prior that represents ignorance. We begin
by constructing a prior for the kth submodel where g, > 0. Since this
regression model belongs to the exponential family, the method developed
in Villegas (1990) may be applied. Under the kth submodel, a prior II; that
represents ignorance concerning the unknown parameter 4(¥) should be a
uniform prior on the ¢; dimensional Euclidean space, having a constant
density that may depend on k. To determine these constant densities,
consider what happens when m = 1 and the observation y(l) becomes
available. Under the kth submodel, the mean ~(*) is then known to belong
to a ball B,’; centered at 4*) with radius 75 (h). Suppose for a moment that
the parameter space for this submodel is truncated to the ball B,’; The
prior II; should also be truncated to B,’; The truncated prior is now a
proper prior and to represent ignorance it should assign to this submodel a
probability which should be the same for all K submodels, and is therefore
K~1. If ¢; = 0, the prior should assign to the first submodel the probability
K~' If ¢, > 0, the prior should be a uniform prior on the full ¢; Euclidean
space with constant density K ~! (2ho)”%. Obviously, this is also the prior
that should be used for any sample size m. If ¢ = 0, the posterior index
for the first submodel is simply

1 1
Kl Nexp{—@HYﬂz} (4.19)

and otherwise, the posterior index for the kth submodel is

1 [ ]% N&2 (k)
-1 _-N |- [/ " v\
K o [h 5 eXp{ 552 } (4.20)

Note that if ¢; = 0, the formula (4.20) for k£ = 1 gives (4.19) and there-
fore (4.20) gives the posterior index in all cases. Now assume a common loss
for choosing a wrong model. Then to minimize the expected loss we choose
the submodel that maximizes the posterior index (4.20). Equivalently we
minimize

N&2(k) 2mh?
5— +q,log .
o 0
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Note that when m is large we effectively minimize

o (k)
N = + ¢, log V. (4.21)

The asymptotic Bayesian criterion proposed by Schwarz (1978), called the
BIC criterion by Akaike (1977) minimizes (4.21) and is therefore asymp-
totically equivalent to our new criterion.

When the submodels to be considered are such that no two of them have
the same number of independent variables, a piecewise linear loss function

- culay —qp) if b <k
L(k,k) = k <
(k. k) {co(q,%—qk) if k >k

may be used where L(ii‘, k) is the loss when k is chosen and k is the true
value. Here ¢, is the unit cost of underestimation and ¢, is the unit cost
of overestimation. As is well known, the optimal decision k is simply the
cu/(cy + ¢,) quantile of the posterior distribution of k.

As was stated in Section 3, the posterior distribution obtained with a
coordinatewise truncation on the regression space is the same as the poste-
rior distribution obtained with a coordinate free truncation, and therefore
both cases lead to the same variable selection criterion.

4.3 Unknown variance

We now extend the multiple regression model previously considered to the
more realistic case where ¢ is unknown.

The likelihood function (4.18) is the same as before but with o viewed
as an additional variable. The prior is the same as before but multiplied
by do/o. To find the posterior index for the kth submodel we integrate the
unknown parameters o and 4*). This can be done in two stages. In the
first stage, integration with respect to v(*) gives (4.20) multiplied by do /o
In the second stage, further integration with respect to o gives, disregarding
factors that do not depend on k,

[% %rk G (k).

Therefore our variable selection criterion chooses k which minimizes
2mh?

T .

Nlog 62 (k) + qi log (4.22)
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This criterion will be called the geometric criterion. When m is large,
(4.22) is asymptotically equivalent to

Nlog? (k) + g, log N (4.23)

which is the BIC criterion proposed by Schwarz (1978).

”Classical” statistics is particularly concerned with the case K = 2, in
which we have to choose one of two regression models, M1 with ¢; indepen-
dent variables and M2 with g9 independent variables. The posterior odds
ratio is given by

QQ_ql N
_POMyY) [2mh2] 2 [&((D)}
P(M,[Y) ™ ola)]

PO

If 1 < qo, we have

6%(g2) _R-hp

02(q1) N —q

where F' is an F-statistic with g — ¢ and N — ¢o degrees of freedom.
Therefore if ¢; < go,

QQ_q

1 _N
po_ |22 T o m ]
@ N —q

whence PO is a monotone decreasing function of the usual F' statistic.

Example. Guttman (1967) considered the problem of fitting a polynomial
curve to data generated by Monte Carlo simulation from the fifth degree
polynomial regression model

Yi; = 5.50 + 0.07z; + 2.64x7 — 0.272F — 1.1227 + 0.8527 +u;;  (4.24)

{i=1,...,9; 5 =1,...,n;}. The values of the independent variable are
x; = 1 — 5 and the u;j/0 are independent standard normal variates. The
number of replications of x; is n; = 10 for ¢ # 5 and ns = 100. The same
model has been analyzed by Hager and Antle (1968), Halpern (1973) and
Akaike (1977). Akaike (1977) also considered two modified models in which
the coefficients were reduced by the factors 0.1 and 0.01.

To construct an example, we consider m = 2 replications of a basic
polynomial model similar to (4.24) in which
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(i) the coefficients are reduced by the factor 0.01
(ii) n; =1 for i # 5 and n; = 10

(iii) two different values ¢ = 1.0 and o = 1.5 are used in generating data

Only submodels corresponding to polynomials of degree less than or equal
to 8 are considered, because this ensures that all of the submodels are full
rank.

To choose a submodel Akaike (1973) proposed the AIC criterion (Akaike

information criterion) that minimizes
Nlog 62(k) + 2qx. (4.25)

The AIC criterion (4.25), the BIC criterion (4.23) and the geometric crite-
rion (4.22) are all of the form

Nlog 6%(k) + A\qr

and differ only in their respective values of A. The geometric criterion (4.22)
and the BIC criterion (4.23) give the same result when

n==-r (4.26)

Similarly the AIC criterion (4.25) gives the same result as the geometric
criterion (4.22) when

2
hy) 2 — e (4.27)
™

Since for the chosen design m = 2 and n = 18, substitution in (4.26)
shows that BIC gives the same result as a geometric criterion with A = 5.31.
Similarly, substitution in (4.27) shows that AIC gives the same result as
a geometric criterion with h = 2.41. Note that h = 2.41 is small and it
may not satisfy the assumption that the truncation is done far away from
the mean. Therefore model probabilities computed with h = 2.41 may
be suspect. Data sets were obtained by Monte Carlo simulation. These
simulations were repeated 6 times, giving 6 independent data sets when
o = 1 and 6 independent data sets when ¢ = 1.5. Since the geometric



22 C. Villegas, T. Swartz and C. Martinez

criterion depends on a given h, four different geometric criteria were used,
corresponding to the values h = 6, 8,10, 15.

Table 2 (for 0 = 1) and Table 3 (for o = 1.5) give the frequency of
selection of submodels by each of the criteria. Note that the frequencies
corresponding to BIC and to the geometric criterion with A = 6 are inden-
tical, as was to be expected since BIC is formally equivalent to a geometric
criterion with h = 5.31.

Polynomial Degree
criterion 1 2 3 4 5 6 7 8
AIC 0O 0 1.1 2 1 0 1
BIC 0 02 1 1 1 01
Geometric, h=6 |0 0 2 1 1 1 0 1
Geometric, h=8 |0 0 2 2 1 0 0 1
Geometric, h =100 0 2 3 0 0 0 1
Geometric, h =150 0 3 2 1 0 0 0

Table 2: Frequency of selection of submodels by each of the criteria for o = 1.

Polynomial Degree
criterion 1 2 3 4 5 6 7 8
AIC 0O 0 2 1 1 1 0 1
BIC 0 0 320 0 0 1
Geometric, h=6 |0 0 3 2 0 0 0 1
Geometric, h=8 |0 0 4 2 0 0 0 O
Geometric, h=10{0 0 5 1 0 0 0 O
Geometric, h =150 0 5 1 0 0 0 O

Table 3: Frequency of selection of submodels by each of the criteria for o = 1.5.

Note that in both Tables 2 and 3, the column corresponding to a polyno-
mial of the third degree has values that increase as the value of h increases.
In general, it can be said that as the value of h increases, the criteria are
more parsimonious. Note also that as we go from ¢ = 1.5 to ¢ = 1, the
frequency distributions become more concentrated around the true value 5.
The probabilities assigned to the 8 models using the geometric prior with
h = 6 are given in Table 4 when o = 1.5. The probabilities corresponding
to h =8 and o = 1.5 are given in Table 5.
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Data Set

1

2

Polynomial Degree

3

4

5

6

7

8

1

SO W N

0.00
0.00
0.00
0.00
0.00
0.01

0.00
0.00
0.00
0.00
0.00
0.00

0.17
0.72
0.48
0.09
0.24
0.77

0.54
0.13
0.35
0.11
0.35
0.15

0.21
0.12
0.15
0.09
0.16
0.06

0.04
0.02
0.02
0.14
0.20
0.01

0.03
0.01
0.00
0.03
0.03
0.00

0.01
0.00
0.00
0.54
0.02
0.00
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Table 4: Model probabilities using the geometric prior with h = 6 and o = 1.5.

Data Set

1

2

Polynomial Degree

3

4

5

6

7

8

1

SO W N

0.00
0.00
0.00
0.00
0.00
0.02

0.00
0.00
0.00
0.00
0.00
0.00

0.24
0.81
0.57
0.21
0.35
0.82

0.56
0.11
0.32
0.20
0.38
0.12

0.17
0.07
0.10
0.12
0.13
0.04

0.02
0.01
0.01
0.14
0.12
0.00

0.01
0.00
0.00
0.02
0.01
0.00

0.00
0.00
0.00
0.31
0.01
0.00

Table 5: Model probabilities using the geometric prior with h = 8 and o = 1.5.
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