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What | assume you already know

@ The basics of normal distributions in 1 dimension.
@ The t statistic and its distribution.
@ The 2 distribution.
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Normal samples: Distribution Theory

Theorem
Suppose X1, ..., X, are independent N(u,o?) random variables. Then
@ X (sample mean) and s® (sample variance) independent.
Q n'2(X — p)/o ~ N(0,1).
Q (n—1)s?/0® ~x7_;.
Q n2(X —p)/s ~ to1.

=

Richard Lockhart (Simon Fraser University) STAT 830 Normal Samples STAT 830 — Fall 2013 3/13




Proof

Let Z; = (X,' —/L)/O’.
Then Z3,...,Z, are independent N(0,1).
So Z =(2,...,2Zp)" is multivariate standard normal.
Note that X :_O'Z + w1 and B

=2 (Xi = X)*/(n=1) =0 3(Zi — 2)?/(n - 1)
@ Thus

e 6 ¢ ¢

(X — p)
g

(n—l Z(Z 7y

n1/2()_< _M) B nl/27

_ 2z

and

S Sz
where (n —1)s2 = 3(Z; — 2)%.
@ So: reduced to p =0and o0 = 1.
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Proof Continued
o Step 1: Define
Y=(/nZ,2y-2,...,Z,_1— 2)".

@ So Y has same dimension as Z. Now

1L 1 7
Vvn vn vn 1
11 1 Y1 Z
Y = 1" " f
- l-3 ~n :
. z

or letting M denote the matrix Y = MZ.
@ It follows that Y ~ MVN(0, MM?!) so we need to compute MM?:

1l 0 0o - 0
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Proof Continued

@ Solve for Z from Y: Z; = n=Y2y; + Yigp for 1 <i<n—1.
o Use the identity 3.7 [(Zi—Z) =0toget Z, = — 3.1, Yi+n"1/2Y;.
@ So M invertible:

1] 0
= (MM =
0] Q!

@ Use change of variables to find fy. Let y, denote vector whose entries
are yo,...,yn. Note that

VIl =y +y5Q 7 My,
@ Then

_expl—y T ly/2] e/ expl—y5Q lys/2]
(2m)n2|det M| 21 (27)(D/2|det M|

fy(y)
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Proof Continued

@ Note: fy is ftn of y; times a ftn of yo,..., y,.

@ Thus \/nZ is independent of Zy — Z, ..., Zp_1 — Z.

o Since s2 is a function of Z; — Z,...,Zn_1 — Z we see that \/nZ and
s% are independent.

@ Also, density of Y; is a multiple of the function of y; in the
factorization above.

@ But factor is standard normal density so /nZ ~ N(0, 1).
@ First 2 parts done. Third part is a homework exercise.

s
=
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Chi-

square density n = 3

Suppose Z3,...,Z, are independent N(0,1).
Define x2 distribution to be that of U = Z2 +--- + Z2.
Define angles 601,60, by

71 = yt/2 cos 01
Zr = UY2sin 61 cos 0>
Z3 = UY?sin 0y sin 6,

These are spherical co-ordinates in 3 dimensions.
The 6 values run from 0 to 7
0> runs from 0 to 2.

Derivative formulas:
0Z; 1

au ~ 20%
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Chi-squared continued

@ Use shorthand R = /U
@ Matrix of partial derivatives is

cos 01 .
SR —Rsin 9]_ 0

% Rcosficosfr —Rsinfisinbs

sinfreinf?  Rcosfysinfr  Rsinfycos by

o Find determinant by adding 2U"/2 cos ;/ sin §; times col 1 to col
J + 1 (no change in determinant).
@ Resulting matrix lower triangular; diagonal entries:

cosfy Rcosf> Rsinby

R 7 cosf; ' cosby
@ Multiply these together to get

U2 5sin(6;)/2

(non-negative for all U and 6,).

=
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Chi-squared density
@ Thus joint density of U, 01,65 is

(27) 732 exp(—u/2)u*/? sin(61) /2.

(]

To compute density of U do 2 dimensional integral df>d6;.
General case replaces sin(f;) and has u("=2)/2 not u!/2,

e ©

Factorization shows density of U has, for some ¢, the form

"2/ exp(—u/2).

Evaluate ¢ by making

o0
/fU(u)du = c/ u(=2/2 exp(—u/2)du = 1.
0

CONCLUSION: the x2 density is

(]

RN
m( ) e /21(U>0).

2
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End of Proof

@ Fourth part: consequence of first 3 parts and def'n of t, distribution.
Definition: T ~ t, if T has same distribution as

Z/\Uv

for Z ~ N(0,1), U ~ x2 and Z, U independent.
@ Derive density of T in this definition:

P(T<t)=P(Z<t\/U/v)
oo pty/u/v
= /0 /_ fz(z)fy(u)dzdu

o Differentiate wrt t by differentiating inner integral:

bt
% /  F(0dx = b (be) — af(at)

by fundamental thm of calculus.
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Student’s t continued

@ Hence
d  fy(u) fu\1/2 t2u
il < — hl _- - .
dtP(T_ t) /0 N (u) exp( Y du
@ Plug in
1
= (v=2)/2 g—u/2
fulv) = 5rr, 7y (/2 e
to get

fooo(u/z)(u—l)/2 e—u(1+t2/1/)/2 du

fr(t) =

2 /7l (v/2)
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Student’s t continued

o Substitute y = u(1 + t2/v)/2, to get
dy = (1+ t?/v)du/2

and
(u/2)u 1)/2 _ [y/(1+t /V)](u 1)/2

leading to

_ (2 ) V+1)/2/ (v—1)/2 .=y
L 75 B S

@ The last term is just ['((v + 1)/2) so

(v +1)/2) 1
VT (v/2) (1 + /)2

fr(t) =
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