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Abstract In an attempt to provide tools for assessing hospital utilization, this paper extends well-known models for recurrent events to address non-negligible event duration and presents a procedure for estimating the model parameters. The model extension is natural and easy to understand. Asymptotic properties of the associated inferences are derived adapting the well-developed methods based on the counting process formulation. Several specifications of the proposed modeling are illustrated with the hospitalization records of childhood cancer survivors from a health care insurance system that motivated this research. The usefulness and robustness of the proposed approach is demonstrated numerically via simulation.
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1 Introduction

Recent successful improvements in treatment have increased childhood cancer survival rate dramatically. An on-going research program of British Columbia
Cancer Agency in Canada, the Childhood/Adolescent/Young Adult Cancer Survivors (CAYACS) program, is to assess the morbidity and long-term resource needs of young cancer survivors using a population health insurance database. A specific aim is to evaluate the hospitalization frequency of the young cancer survivors and to identify the risk factors. When the frequency of hospitalization over time (or the number of hospital admissions, to be more specific) is of primary interest, the problem is formulated into an analysis of recurrent events.

There has been substantial interest in the statistical analysis of recurrent events (i.e., multiple events of the same type per individual). See Therneau and Grambsch (2000) and Cook and Lawless (2007) for various examples and comprehensive reviews on the research in the area. However, most published papers on recurrent event analysis assume negligible event duration, although there are a few notable exceptions (Twisk et al. 2005; Cook and Lawless 2007, Chp 6).

Since a patient who is being hospitalized at a time point is not at risk for a further hospitalization at the same time, one needs to adjust for hospital duration in the analysis of hospitalization records, especially in situations where the hospital stay is considerably long. Otherwise, those patients who have a long hospital stay will likely be categorized as ones with low risk to be admitted to hospital, and the inference on the associated risk factors could be seriously biased. This consideration motivated us to adapt a generalized Cox regression model, which is an extension of the well-known models for recurrent events given in Prentice et al. (1981), Andersen and Gill (1982), and Pepe and Cai (1993). Our modeling method accommodates non-negligible event duration with an adjusted definition for the risk set at a time point, the group of individuals who are at the “risk” of experiencing the event at the time.

Along the lines that Kelly and Lim (2000) use to characterize extensions of the Cox proportional hazards model to handle multiple event data, the four key components of our model are that (i) the elapsed time since study entry is utilized, (ii) either an event-specific or common baseline intensity function is considered, (iii) the risk set of the \( k \)-th event stratum is restricted to the individuals who are still in the study and have experienced the whole duration of the events in the previous event stratum, the \((k-1)\)-th stratum, and (iv) the within-subject correlation between events is accounted for by introducing additional time-dependent covariates in the model.

People may choose to consider two other methods for analysis of hospitalization records. Cook and Lawless (2007, Chp 6) model the hospitalization process as an alternating two-state process, which parallels the two states, “in hospital” and “out of hospital”, and models the transitions between the two states. Our approach focuses on the conditional intensity of the event occurrence, and does not require one to model the event duration. It is suitable for studies such as the young cancer survivor hospitalization project, where the particular interest is in the frequency of the primary event and the associated risk factors. Another advantage of restricting attention to event occurrence is that it allows us to adapt the well-established approaches in recurrent event analysis in order to make inferences and to derive asymptotic properties of the inferences.

Due to their relaxed model assumptions and the ability to achieve greater robustness for inferences, methods that focus on marginal characteristics of the event process, such as the ones presented in Lawless and Nadeau (1995), Lin et al. (2000), and
Cai and Schaubel (2004), are often preferred when inferences on the marginal characteristics are of the primary interest. In many practical situations, the status of a subject at a particular time very likely depends on his history information, such as the duration of his previous event. Specifying this dependence could gain valuable insights into the event process. These consideration lead us to choose an intensity-based approach.

This paper focuses on modeling the risk of the primary event where the event is recurrent and the event duration is non-negligible. We extend the Cox proportional hazards model by introducing time-dependent stratification and using the adjusted risk set to accommodate event duration. The presented analysis procedure is an adaptation of the procedure for estimating the parameters of the Cox model. It can be implemented with available procedures/functions in SAS, Splus or R, similar to, for example, what is described in Therneau and Grambsch (2000, Chp 8) on how to use Splus to make inferences under the models given in Prentice et al. (1981), and Andersen and Gill (1982). Our approach is thus anticipated to be accessible to many practitioners in biomedical research and epidemiology. The rest of the paper is organized as follows. Section 2 introduces the framework and the proposed modeling. Section 3 presents an estimation procedure and the associated asymptotic results. In Sect. 4, the proposed approach is applied to analyze the hospitalization data that motivated this research. Section 5 reports the simulation study designed to examine numerically the proposed approach. Some final remarks are given in Section 6.

2 Statistical modeling

Consider a study with the primary interest in a particular recurrent event. Denote the times to occurrences of the event by \( T_1, T_2, \ldots \), and the times when the event durations end by \( V_1, V_2, \ldots \), where \( 0 < T_1 < V_1 < T_2 < V_2 < \ldots \). With the hospitalization process mentioned above, for example, \( T_j \) and \( V_j \) are the times at admission and discharge of the \( j \)-th hospitalization, respectively. Define \( N(t) = \sum_{j=1}^{\infty} I(T_j \leq t) \) and \( V(t) = \sum_{j=1}^{\infty} I(V_j < t) \). Here \( N(t) \) and \( V(t) \) represent the numbers of event occurrences that an individual in the study has started and completed, respectively, up to time \( t \geq 0 \) since his/her study entry at time 0. Note that \( V(t) \leq N(t) \), and \( N(\cdot) \) and \( V(\cdot) \) are right- and left-continuous counting processes, respectively. Let \( Z(t) \) be the vector of external covariates for a subject at time \( t \) and suppose it is left-continuous. Denote the history information of a subject up to time \( t \) by \( \mathcal{H}(t) = N(t) \cup V(t) \cup Z(t) \), where \( N(t) = \{ N(s) : 0 \leq s < t \} \), \( V(t) = \{ V(s) : 0 \leq s < t \} \), and \( Z(t) = \{ Z(s) : 0 \leq s < t \} \). Let \( W(N(t), V(t)) \) be the additional covariates determined by the information of \( N(\cdot) \) and \( V(\cdot) \) preceding \( t \). We consider a generalized Cox regression model: for \( t > 0 \),

\[
\lambda(t \mid \mathcal{H}(t)) = \lim_{\Delta t \to 0^+} \frac{P\{ N(t) - N(t - \Delta t) = 1 \mid \mathcal{H}(t) \}}{\Delta t} \cdot \lambda_0 \{ t; \mathcal{H}(t) \} \exp\left\{ \beta(t; \mathcal{H}(t))' Z(t) + \alpha(t; \mathcal{H}(t))' W(N(t), V(t)) \right\}, \tag{1}
\]

where \( Y^V(t) = I\{ N(t-) = V(t-)) \} \) is the indicator for whether the previous (i.e., the \( N(t-) \)-th) event has completed, \( \lambda_0 \{ t; \mathcal{H}(t) \} \) is an arbitrary baseline.
function, and both \( \beta(t; \mathcal{H}(t)) \) and \( \alpha(t; \mathcal{H}(t)) \) are known functions up to finite dimensional parameters. Here the dimensions of \( \beta(t; \mathcal{H}(t)) \) and \( \alpha(t; \mathcal{H}(t)) \) are the same as \( Z(t) \) and \( W(N(t), V(t)) \), respectively. We use \( A(\cdot) \) for the left limit of the function \( A(\cdot) \) at time \( t \). The indicator \( Y^V(\cdot) \) in the model addresses the issue of non-negligible duration. It induces the definition of the risk sets to an adjusted one, which does not include in the risk sets the individuals who are experiencing the event. The conditional intensity function of \( N(\cdot) \) in (1) can be viewed as the conditional hazard function of \( T_{N(t)} \), the time to the current (i.e., the \( N(t) \)-th) event occurrence.

Introducing a stratification variable \( s \{ \mathcal{H}(t) \} \), which is fully determined by the subject’s history information, we consider a specification of the model in (1): for \( t > 0 \) and \( s \{ \mathcal{H}(t) \} = s \),

\[
\lambda(t \mid \mathcal{H}(t)) = Y^V(t) \lambda_{0s}(t) \exp \left\{ \beta_s(t) \cdot Z(t) + \alpha_s(t) \cdot W(N(t), V(t)) \right\},
\]

where \( \beta_s(t) \) and \( \alpha_s(t) \) are known functions of \( t \) up to parameters \( \beta_s \) and \( \alpha_s \), respectively. The model specification (2) gives an extension of the stratified Cox regression model proposed by Prentice et al. (1981). In the situations where \( T_j \) are very close to \( V_j \) and \( \alpha_s(t) = 0 \) and \( \beta_s(t) = \beta_s \), it reduces to one of the two semiparametric models in Prentice et al. (1981), and includes the model of Andersen and Gill (1982) as a special case. Table 1 presents important examples of the extended stratified Cox regression model (2). It shows how the models are related to the well-known models by specifying the components in (2) into special forms. We will illustrate the examples further in Sect. 4 with the analysis of the hospitalization data that motivated this research.

The definition of the stratification variable \( s \{ \mathcal{H}(t) \} \) in (2) may vary from study to study. This paper assumes \( s \{ \mathcal{H}(t) \} \) to be positive-integered and up-bounded by, say, \( S < \infty \). An important special case is that \( s \{ \mathcal{H}(t) \} = N(t) \), the total number of events
having been experienced before time $t$. Section 4 presents another stratification based on the history information of the counting process $N(\cdot)$ using the hospital records that motivated this research, which in general works well in the situations where the total number of events is relatively large and there is relatively little information on the last several events. There can be other types of stratification in practice, such as the ones associated with the covariates $Z(\cdot)$. The model in (2) can capture the differences in event occurrences between strata with different baselines of intensity function and covariate effects. Furthermore, we note that, using an appropriate definition of the stratification variable, the setting above can accommodate the situations where the events are ordered and of different types.

The additional covariates $W(N(t), V(t))$, denoted by $W(t)$ in the following, are assumed to bear all the information about the events previous to time $t$ that may affect the occurrence of the next event within each stratum. This addition together with the stratification described above allows the model to accommodate processes without the property of independent increments, that is, non-Poisson processes. In the hospitalization project, for example, $W(t)$ can be specified as $V_{N(t-)} - T_{N(t-)}$, the length of the $N(t-)$-th hospital stay, or $\sum_{j=1}^{N(t-)}(V_j - T_j)$, the total hospitalization duration since the study entry. It is unlikely that in all applications there is such a time-dependent variable $W(t)$. An alternative approach would be to employ frailty models. See, for example, Oakes (1992) for details about frailty models for multiple events.

The stratum-specific regression coefficients $\beta_s(t)$ and $\alpha_s(t)$ in (2) can be time-independent or some particular functions of $t$ to accommodate time-dependent covariate effects. The time-varying coefficients $\beta_s(t)$ and $\alpha_s(t)$ may be specified as linear functions of some known functions, i.e., $\beta_s(t) = \beta_{s0} + \beta_{s1} g(t)$ and $\alpha_s(t) = \alpha_{s0} + \alpha_{s1} h(t)$ with known functions $g(t)$ and $h(t)$. This is a special case of what is considered in Grambsch and Therneau (1994) for time-varying coefficients in proportional hazards testing, which is implemented through the Splus function `cox.zph`. We denote the time-varying coefficients by $\beta(t; \beta_s)$ and $\alpha(t; \alpha_s)$. The relative risk parameters $(\beta_s, \alpha_s)$ can vary from stratum to stratum.

Another semiparametric model of Prentice et al. (1981), labeled as formula (3) in their paper, is in the same form as the model (2) but using the time scale that measures the time to an event since the last event, rather than from the study entry. Some practical situations may be better formulated by this second specification. In fact, we may use the structure of the model in (2) to incorporate various time scales, such as Markov time-scales. We will explore this topic in a later manuscript.

3 Estimation procedure

Consider a study with $n$ iid realizations of $[N(\cdot), V(\cdot), Z(\cdot)]$, denoted by $[N_i(\cdot), V_i(\cdot), Z_i(\cdot)], i = 1, \ldots, n$. Suppose the data collection associated with subject $i$ is subject to non-informative censoring conditional on $Z_i(\cdot)$, with the censoring time $C_i$ and the censoring indicator $Y_i^C(t) = I(t \leq C_i)$. Furthermore, let $\mathcal{R}(t; s)$ be the study’s risk set of the $s$-th stratum at time $t$. That is, $\mathcal{R}(t; s)$ contains all those subjects who are in the stratum $s$, not experiencing an event, and have not been censored at time $t$.
\[ \mathcal{R}(t; s) = \{ i : s \{ \mathcal{H}_i(t) \} = s; N_i(t-) = V_i(t-); t \leq C_i \}. \]  

In this section, we present a procedure with right-censored data for estimating the unknown parameters involved in the model (2): the coefficients for the covariates and the cumulative baseline intensity functions.

### 3.1 Estimating the coefficient parameters

We first assume there are no ties, and denote the ordered event times in stratum \( s \) by \( t_{s,1} < \ldots < t_{s,d_s} \), where \( d_s \) is the total number of the event times and \( s = 1, \ldots, S \). Using the approach of Prentice et al. (1981), a generalized version of the partial likelihood derivation given in Cox (1975), the overall likelihood function based on the data can be factored into two terms, one of which is the partial likelihood of the regression coefficients \( (\beta_s, \alpha_s) \):

\[
PL(\beta, \alpha) = \prod_{s=1}^{S} \prod_{j=1}^{d_s} \exp \left \{ \beta(t_{s,j}; \beta_s)'Z_i(t_{s,j}) + \alpha(t_{s,j}; \alpha_s)'W_i(t_{s,j}) \right \} \prod_{l \in \mathcal{R}(t_{s,j}; s)} \exp \left \{ \beta(t_{s,j}; \beta_s)'Z_l(t_{s,j}) + \alpha(t_{s,j}; \alpha_s)'W_l(t_{s,j}) \right \},
\]

where \( i(t_{s,j}) \) is the index of the subject who experiences the event occurrence in stratum \( s \) at time \( t_{s,j} \), and \( \beta \) and \( \alpha \) are, respectively, either \( (\beta_1, \ldots, \beta_S) \) and \( (\alpha_1, \ldots, \alpha_S) \) or the common values of \( \beta_s's \) and \( \alpha_s's \) when the coefficients are the same across the strata. We can estimate the coefficients \( (\beta, \alpha) \) by maximizing the partial likelihood function (4). Ordinary asymptotic likelihood methods can be applied to (4) to derive asymptotic results of the estimator of \( (\beta, \alpha) \) (Cox 1975; Prentice et al. 1981). Some consideration should be given to the size and the number of events of each stratum, according to the specification of the model (2). We will discuss these issues more in the context of the hospitalization project in Sect. 4.

The log-partial likelihood function of \( (\beta, \alpha) \) can be expressed as

\[
\log \{ PL(\beta, \alpha) \} = C(\beta, \alpha; \infty) \]

with

\[
C(\beta, \alpha; t) = \sum_{i=1}^{n} \int_{0}^{t} Y_i^C(u) \sum_{s=1}^{S} \left[ \beta(u; \beta_s)'Z_i(u) + \alpha(u; \alpha_s)'W_i(u) \right] - \log \left \{ \sum_{j \in \mathcal{R}(u; s)} \exp\{\beta(u; \beta_s)'Z_j(u) + \alpha(u; \alpha_s)'W_j(u)\} \right \} dN_i(u).
\]

Adapting the well-developed counting process formulation for event history data analysis and the asymptotics derivation using the martingale results presented in, for example, Fleming and Harrington (1991) and Andersen et al. (1992), we can verify
the consistency and asymptotic normality of the maximum partial likelihood estimator (MPLE) of \((\beta, \alpha)\), the maximum point of (5) at \(t = \infty\). The variance of the MPLE, \((\hat{\beta}, \hat{\alpha})\) is approximately the inverse of the second derivative of log \(PL(\beta, \alpha)\).

An outline of the derivation and important technical results are presented in the Appendix. Furthermore, note from expression (5) that the counting process formulation accommodates the situations with tied event times, where are given similar treatments as to the discussion on tied failure times, for example, in Kalbfleisch and Prentice (1980, Chp 4).

A natural testing procedure can be constructed based on the asymptotic normality of the MPLE on the coefficient for a covariate in the model (2) for assessing the covariate effect. We may also provide procedures for model checking on the assumption of the proportional intensity based on the estimation of time-dependent coefficients. The testing procedures are illustrated with the hospitalization data in Sect. 4.

3.2 Estimating the baseline intensity functions

With fixed \((\beta, \alpha)\), the following estimating equations are unbiased:

\[
\sum_{i \in R(t; s)} Y_i^C(t) \left[ dN_i(t) - Y_i^V(t) \lambda_0(t) \exp\{\beta(t; \beta_s) Z_i(t) + \alpha(t; \alpha_s) W_i(t)\} dt \right] = 0,
\]

for \(t > 0\) and \(s = 1, \ldots, S\). This motivates the following estimation procedure. When the baseline intensity function in model (2) varies from stratum to stratum, a consistent estimator of the cumulative baseline intensity function of stratum \(s\) is

\[
\hat{\Lambda}_0(t; \beta_s, \alpha_s) = \int_0^t \frac{\sum_{i \in R(u; s)} dN_i(u)}{\sum_{j \in R(u; s)} \exp\{\beta(u; \beta_s) Z_j(u) + \alpha(u; \alpha_s) W_j(u)\}}, \quad t > 0,
\]

for \(s = 1, \ldots, S\). Here we take the convention \(0/0 = 0\). In the situations with a single cumulative baseline intensity function, that is, \(\lambda_0(t) = \lambda(t)\) for \(s = 1, \ldots, S\), we estimate the baseline function using

\[
\hat{\Lambda}_0(t; \beta, \alpha) = \int_0^t \frac{\sum_{s=1}^S \sum_{i \in R(u; s)} Y_i^C(u) dN_i(u)}{\sum_{s=1}^S \sum_{i \in R(u; s)} \exp\{\beta(u; \beta_s) Z_j(u) + \alpha(u; \alpha_s) W_j(u)\}}, \quad t > 0.
\]

With some regularity conditions and by the martingale central limit theorem, we can show that \(\hat{\Lambda}_0(t; \beta, \alpha)\) and \(\hat{\Lambda}_0(t; \beta, \alpha)\), after standardization, converge weakly to Gaussian processes with mean zero.

The above estimators are generalizations of the Breslow estimator for the baseline functions under model (2). They can be used to estimate the cumulative intensity function of a particular group with the covariates fixed at the corresponding levels, without
any further model assumption. This indicates an approach for model checking. We will illustrate it with the hospitalization data in Sect. 4. The nonparametric versions of (6) and (7), taking $\beta(t; \beta_s) = 0$ and $\alpha(t; \alpha_s) = 0$, may be viewed as generalizations of the Nelson-Aalen estimator for the cumulative intensity functions with adjustment for event duration.

We obtain estimators for the baseline intensity functions $\Lambda_{0s}(\cdot)$ and $\Lambda_{0}(\cdot)$ conventionally by plugging in the corresponding MPLE of the unknown coefficients in (6) and (7), respectively. Given the continuity of $\hat{\Lambda}_{0s}(t; \beta, \alpha)$ and $\hat{\Lambda}_{0}(t; \beta, \alpha)$ as functions of $(\beta, \alpha)$, the resulting estimators $\hat{\Lambda}_{0s}(\cdot; \hat{\beta}_s, \hat{\alpha}_s)$ and $\hat{\Lambda}_{0}(\cdot; \hat{\beta}, \hat{\alpha})$ are consistent and, after standardization, weakly converge to mean zero Gaussian processes.

### 4 Practical example

The CAYACS program that motivated this research is concerned with people who were diagnosed with cancer between 1981–1995, before the age of 20 in British Columbia, Canada, and had survived five years or longer after their diagnosis. See MaCarthur et al. (2007a,b) and Ying (2006) for more details. One of its study objectives is to evaluate the hospital utilization during 1986–2000 of the cancer patients and to identify risk factors. We analyzed the study data with the approach discussed in the previous sections. For simplicity, the analysis presented below focuses on the study subjects who were diagnosed with leukemia.

Among the potential risk factors identified by the study team, three external covariates were considered: diagnosis period (in 1981–1985, 1985–1990 or 1990–1995), age at diagnosis, and gender. To evaluate the potential association of the hospitalization process during the study with previous hospitalizations, we took the total length of all hospitalizations after the diagnosis till the study beginning (i.e., up to five year survival) as an additional time-independent covariate. Table 2 gives a summary of the patient characteristics. The group includes 349 subjects with an average age at diagnosis of 6.2 years old, and the average length in the study of 6.25 years. Among the 497 recorded hospitalizations from the patient group, there were 144, 95, 102, 92, 47 and 17 cases with the length of hospital stay of 1, 2, 3 – 4, 5 – 9, 10 – 30 and longer than

#### Table 2 Characteristics of CAYACS subjects diagnosed with leukemia (Total $n = 349$)

<table>
<thead>
<tr>
<th>Diagnosis period</th>
<th>Age at diagnosis (in years)</th>
<th>Gender</th>
<th>Previous hospitalization (in days)</th>
<th>dropout study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category Size</td>
<td>Category Size</td>
<td>Category Size</td>
<td>Category Size</td>
<td>Category Size</td>
</tr>
<tr>
<td>1980–1985 84</td>
<td>0 ~ 5</td>
<td>193</td>
<td>Male 198 39</td>
<td>No 286</td>
</tr>
<tr>
<td>1985–1990 119</td>
<td>5 ~ 13</td>
<td>107</td>
<td>Female 151 (0,30] 144</td>
<td>Yes (death) 19</td>
</tr>
<tr>
<td>1990–1995 146</td>
<td>13 ~ 20</td>
<td>49</td>
<td>(30,60] 107</td>
<td>Yes (migration) 44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(60,90] 42</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt;90 56</td>
<td></td>
</tr>
</tbody>
</table>
30 days, respectively. A total of 63 patients ended the study earlier than anticipated due to either out-migration or death. Because out-migration can be safely assumed response-noninformative and the mortality rate of the study subjects was low (19 out of 349 subjects died during the study period), we assumed in the analysis that the censoring is noninformative.

We first grouped the subjects according to the diagnosis period, age at diagnosis (0–5, 5–13 and 13–20 years), and gender. For each of the different subgroups, we obtained the Nelson-Aalen estimate of the cumulative intensity function and evaluated the generalized Nelson-Aalen estimator in Sect. 3.2 to adjust for hospital duration. The nonparametric estimates indicate that the cumulative intensity function of the study population is likely proportional to the three risk factors. In addition, we stratified the hospitalizations into five strata: the first, second, third, fourth to sixth, and seventh or later hospital utilizations during the study. That is, we used the stratification variable $\mathcal{S}(H(t)) = 1, 2, 3, 4, 5$ for $N(t-)=0, 1, 2, N(t-) \in \{3, 4, 5\}$, or $N(t-) \geq 6$, respectively. The Nelson-Aalen estimates for the cumulative conditional intensity functions of the five strata, without or with adjustment for hospital duration, were obtained. The estimates differ from stratum to stratum. They show that the larger the number of previous hospitalizations is, the larger the risk for having the next hospitalization becomes. The nonparametric estimates without adjustment for hospital duration are very close to the ones with adjustment for the duration. This is probably due to the relatively long study period of each individual, compared to the length of his/her hospital stay.

We evaluated the maximum partial likelihood estimates (MPLE) of the regression parameters $\beta$ in the models given in Table 1 with the four time-independent covariates mentioned above, assuming all the risk effects were time-independent. Table 3 presents the MPLE of $\beta$ and the values of the log-partial likelihood functions at the parameter estimates with the models. The associated estimated standard errors are shown in parentheses. The coefficient estimates of the covariates with significant effects are bolded in the table. The results indicate that the covariate effects vary from stratum to stratum: the $p$-values of the partial likelihood ratio tests for comparing the fit of the two models of Prentice et al. (1981), denoted by PWP and PWP2 in Table 1, and the two generalized PWP models, denoted by GPWP and GPWP2 in Table 1, are $p < 0.001$ and $p = 0.003$ respectively. The average covariate effects across the strata obtained under models PWP2 and GPWP2 are close except for gender. It appears that the difference between females and males became non-statistically significant when the risk sets were adjusted for hospital duration. This is probably due to the relatively lower frequency of hospitalizations and longer hospital stays in the male group, compared to the female group.

The overall covariate effects without stratification, i.e., with the model of Andersen and Gill (1982) and the generalized version, denoted by AG and GAG respectively in Table 1, are in agreement with the average covariate effects under models PWP2 and GPWP2 except for the indicator of diagnosis period II. Results from all models indicate that the patients with diagnosis period III have a statistically significantly lower risk, and the patients diagnosed at an older age have a higher hospitalization rate than those diagnosed at a younger age. There was no statistically significant difference detected.
Table 3 Maximum partial likelihood estimates of regression parameters $\beta_s$ with four time-independent covariates$^a$

<table>
<thead>
<tr>
<th>Risk factor with risk set not-adjusted for hospital duration ($Y^V(t) = 1$)</th>
<th>Model</th>
<th>PWP</th>
<th>PWP2</th>
<th>AG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_3$</td>
<td>$\beta_4$</td>
</tr>
<tr>
<td>log PL</td>
<td>-1296.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis period II</td>
<td>-0.262</td>
<td>0.499</td>
<td>0.388</td>
<td>0.590</td>
</tr>
<tr>
<td>Diagnosis period III</td>
<td>-1.029</td>
<td>-1.439</td>
<td>1.500</td>
<td>-0.275</td>
</tr>
<tr>
<td>Age at diagnosis (in years)</td>
<td>0.010</td>
<td>0.052</td>
<td>0.066</td>
<td>0.042</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>-0.044</td>
<td>-0.093</td>
<td>0.691</td>
<td>0.040</td>
</tr>
<tr>
<td>Hospitalization length before study (in months)</td>
<td>0.184</td>
<td>0.061</td>
<td>-0.033</td>
<td>0.004</td>
</tr>
</tbody>
</table>

with risk set adjusted for hospital duration

<table>
<thead>
<tr>
<th>Model</th>
<th>GPWP</th>
<th>GPWP2</th>
<th>GAG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_3$</td>
</tr>
<tr>
<td>log PL</td>
<td>-1061.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis period II</td>
<td>-0.265</td>
<td>0.657</td>
<td>0.863</td>
</tr>
<tr>
<td>Diagnosis period III</td>
<td>-1.034</td>
<td>-1.593</td>
<td>2.417</td>
</tr>
<tr>
<td>Age at diagnosis (in years)</td>
<td>0.010</td>
<td>0.068</td>
<td>0.199</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>-0.046</td>
<td>-0.063</td>
<td>2.096</td>
</tr>
<tr>
<td>Hospitalization length before study (in months)</td>
<td>0.182</td>
<td>0.057</td>
<td>0.061</td>
</tr>
</tbody>
</table>

$^a$ Estimated standard error in parentheses; significant effect with $P$-value $\leq 0.05$ in boldface

for gender under either AG or GAG. Moreover, the results indicate that the additional covariate, the total length of hospital stay before the study, was statistically significant under all models, PWP2, AG, GPWP2 and GAG. A subject who had longer hospital stay in the first 5 years post-diagnosis tends to have higher risk of hospitalization after the five-year-survival.

We estimated the associated baseline intensity functions using (6) or (7) for models AG/GAG or PWP2/GPWP2. Figure 1 (a) presents two sets of estimates of the cumulative intensity functions with the subjects stratified according to their diagnosis periods, which are the generalized Nelson-Aalen estimates and the semiparametric estimates based on model GAG with hypothetical individuals with covariates at the average levels. It indicates a good fit of the semiparametric model, model GAG. Figure 1 (b) gives two sets of estimates of the cumulative intensity functions with stratification according to previous number of hospitalizations. Again it indicates the GPWP2 fits reasonably well.
To understand the discrepancy in assessing the effect of diagnosis period II between PWP2 and AG, and GPWP2 and GAG, we considered models with a time-dependent effect of the indicator of diagnosis period II. In addition, we considered a time-dependent covariate, the length (in months) of the previous hospitalization. Table 4 summarizes the further analysis results with models AG and GAG. The obtained time-varying differences between the diagnosis period II group and the diagnosis period I group by AG and GAG are in a close agreement with the difference between the two sets of corresponding curves shown in Figure 1 (a). The results indicate a statistically significant time trend for the effect of diagnosis period II. The estimates for the slope of the time-varying effect together with the estimates for the intercept term explain the discrepancy of results from PWP2 and AG, and from GPWP2 and GAG. Although both PWP2 (or GPWP2) and AG (or GAG) summarize the covariate effect with a single parameter, they summarize it differently: while PWP2 (or GPWP2) has stratified baselines, AG (or GAG) has a common baseline. In addition, no statistically significant effect of the new time-dependent covariate, the length of the previous hospital stay, was detected.

We remark that the models with stratification can identify variation across strata, which is rather key when the variation is large. When the primary interest is in identifying risk factors, however, the unstratified models (AG/GAG) may be preferred, since the associated analyses are easier to conduct and the outcomes are easier to interpret and to convey to the medical investigators. The PWP2/GPWP2 models can be used to support the unstratified models when analyzing similar data. While having different baselines to address the potential variation across the strata, the PWP2/GPWP2 models provide an averaged risk effect for each of the risk factors with the corresponding coefficient. Finally, an adjustment for the event duration needs to be made when it is considerably long; otherwise, there could be misleading results such as the statistically significant difference between the female and male groups “detected” by the conventional approaches.
Table 4 Maximum partial likelihood estimates of regression parameters $\beta_s$ in AG/GAG models with time-dependent effect/time-dependent factor $a$

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Model $\beta_s(t) = \beta + \beta_1 \log t$</th>
<th>$\alpha_s(t) = \alpha$</th>
<th>$\log PL(\hat{\beta}, \hat{\alpha})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG approaches with risk set not-adjusted for hospital duration ($Y^V(t) = 1$)</td>
<td>$\beta_s(t) = \beta$ $\alpha_s(t) = \alpha$</td>
<td>$-2616.81$</td>
<td>$-2613.92$</td>
</tr>
<tr>
<td>Diagnosis period II</td>
<td>$0.037$ $\pm 0.0100$</td>
<td>$-1.740$ $\pm 0.550$</td>
<td>$0.038$ $\pm 0.100$</td>
</tr>
<tr>
<td>Diagnosis period III</td>
<td>$-1.150$ $\pm 0.173$</td>
<td>$-1.263$ $\pm 0.173$</td>
<td>$-1.150$ $\pm 0.116$</td>
</tr>
<tr>
<td>Age at diagnosis (in years)</td>
<td>$0.030$ $\pm 0.0099$</td>
<td>$0.031$ $\pm 0.0099$</td>
<td>$0.030$ $\pm 0.0099$</td>
</tr>
<tr>
<td>Male (vs female)</td>
<td>$-0.074$ $\pm 0.0911$</td>
<td>$-0.074$ $\pm 0.0911$</td>
<td>$-0.072$ $\pm 0.0911$</td>
</tr>
<tr>
<td>Length of hospitalization before study (in months)</td>
<td>$0.123$ $\pm 0.034$</td>
<td>$0.117$ $\pm 0.032$</td>
<td>$0.120$ $\pm 0.033$</td>
</tr>
<tr>
<td>Time-dept effect of diag period II ($\beta_1$, coefficient to log $t$)</td>
<td>$-0.269$ $\pm 0.082$</td>
<td>$-0.269$ $\pm 0.082$</td>
<td>$-0.269$ $\pm 0.082$</td>
</tr>
<tr>
<td>Length of last hospital stay (in months)</td>
<td>$-0.027$ $\pm 0.156$</td>
<td>$-0.012$ $\pm 0.156$</td>
<td>$-0.012$ $\pm 0.156$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GAG approaches with risk set adjusted for hospital duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log PL(\hat{\beta}, \hat{\alpha})$</td>
</tr>
<tr>
<td>Diagnosis period II</td>
</tr>
<tr>
<td>Diagnosis period III</td>
</tr>
<tr>
<td>Age at diagnosis (in years)</td>
</tr>
<tr>
<td>Male (vs female)</td>
</tr>
<tr>
<td>Length of hospitalization before study (in months)</td>
</tr>
<tr>
<td>Time-dept effect of diag period II ($\beta_1$, coefficient to log $t$)</td>
</tr>
<tr>
<td>Length of last hospital stay (in months)</td>
</tr>
</tbody>
</table>

$^a$ Estimated standard error in parentheses; significant effect with $P$-value $\leq 0.05$ in **boldface**

5 Simulation study

We examined the proposed approach numerically via simulation. A hospitalization study was simulated with a total of $n = 300$ independent subjects, who were allocated equally likely to Groups A or B. The event occurrences associated with each subject were simulated following a GPWP model (an extended stratified Cox regression model) with three strata in total. Specifically, having introduced the indicator of Group A, $z_i = 1$ or 0 if subject $i$ was from Group A or not, the hospitalization process of subject $i$ from the study was generated as follows. For $k \geq 1$, given his $(k-1)$-th discharge time $V_{i,k-1}$ with $V_{i,0} = 0$,
**Step 1.** Subject $i$’s time to the $k$-th hospital admission, denoted by $T_{i,k}$, was generated from the distribution with the hazard function $\lambda_{0s}(t) \exp\{(\beta_{0s} + \beta_{1s} \log t)z_i\}$ with $s = \min(k, S)$, where $S$ is a pre-determined integer.

**Step 2.** The duration time of the $k$-th hospitalization, denoted by $W_{i,k}$, was generated from the uniform distribution $U(0, D_A)$ or $U(0, D_B)$ according to subject $i$ from Group A or B (i.e., $z_i = 1$ or not), where $D_A$ and $D_B$ are the longest hospital stays associated with Groups A and B, respectively.

**Step 3.** The $k$-th discharge time was then attained as $V_{i,k} = T_{i,k} + W_{i,k}$.

We fixed $S = 3$ and chose the baseline parameters $\lambda_{0s}$ to be $1/40, 1/30$ and $1/20$ for $s = 1, 2$ and 3, respectively. We used $D_A = 8$ or $30$ (months) and $D_B = 5$ (months) to simulate situations with relatively short or long hospital stay in Group A, and with similar length or not in the two groups. The data collection was simulated as it was subject to a noninformative censoring, where the censoring times ($C_i$) were independent to the event processes and from the truncated uniform distribution $\min\{U(c_{\min}, c_{\max}), 180\}$ (months), with $c_{\min} = 90$ and $c_{\max} = 300$. The following procedures were taken to attain estimates of the regression parameters and variance estimates of the regression estimators for $s = 1, 2, 3$ as well as the baseline functions with different model specifications.

(a). **PWP/GPWP Procedures:** the simulated event processes were analyzed with the PWP/GPWP models, the hazard functions of the times to hospital admissions being $\lambda_{0s}(t) \exp\{(\beta_{0s} + \beta_{1s} g(t))z_i\}$ with $t > t^*$ for PWP or $t > v^*$ for GPWP with $t^*$ and $v^*$ the admission and discharge times of the previous hospitalization, respectively. We first simulated situations where the analyst considered the correct stratification, with $s$ in the hazard functions to be 1, 2, 3 according to the total number of previous admissions as 0, 1 or larger than 1. Three scenarios were considered to simulate situations when the covariate effect is taken as it is (i) time-independent ($\beta_{1s} = 0$), (ii) time-dependent with correct functional form, $\beta_{0s} + \beta_{1s} \log(t)$, and (iii) time-dependent with an incorrect form, $\beta_{0s} + \beta_{1s} \sqrt{t}$. Note that, the simulated data were truly from the GPWP model in scenario (ii).

In each of the scenarios, we evaluated the baseline estimators and the coefficient estimators and their variance estimators without/with adjustment for hospital duration. The corresponding estimates are referred to as (i) “PWP/GPWP”, (ii) “PWP_T/GPWP_T”, and (iii) “PWP_{T,s}/GPWP_{T,s}”, respectively. We repeated the above procedures with an “incorrect” stratification, having $s$ in the intensity functions to be 1, 2 according to the total number of previous admissions as 0, or larger than 0. The corresponding estimates are denoted by “PWP_B/GPWP_B”, “PWP_{T,B}/GPWP_{T,B}”, and “PWP_{T,s,B}/GPWP_{T,s,B}” in the following.

(b). **PWP2/GPWP2 Procedures:** all the PWP/GPWP procedures were repeated with the intensity functions replaced with $\lambda_{0s}(t) \exp\{(\beta_0 + \beta_1 g(t))z_i\}$. The corresponding estimators were evaluated, which are referred to as the same as for the PWP/GPWP estimates given above but with “PWP/GPWP” substituted by “PWP2/GPWP2” in the notation.

(c). **AG/GAG Procedures:** all the PWP/GPWP procedures were repeated with the intensity functions replaced with $\lambda_0(t) \exp\{(\beta_0 + \beta_1 g(t))z_i\}$, which totally ignored the stratification. The corresponding estimators of the model parame-
Table 5 Estimates of the regression parameters and their standard error estimates based on 200 simulation replications (($\beta_0$, $\beta_1$) = (0.8, 0.00), (0.1, 0.01), (0.2, 0.02) for $s = 1, 2, 3$; $D_A = 30$ and $D_B = 5$)

<table>
<thead>
<tr>
<th>Estimates</th>
<th>with risk set not-adjusted for event duration ($Y^V(t) = 1$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_0$</td>
<td>AG</td>
<td>PWP</td>
</tr>
<tr>
<td>$s = 1$</td>
<td>$s = 2$</td>
<td>$s = 3$</td>
</tr>
<tr>
<td>$\hat{\beta}_0^a$</td>
<td>-1.123</td>
<td>.669</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)$</td>
<td>$.044$</td>
<td>$.075$</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)^c$</td>
<td>$.051$</td>
<td>$.123$</td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_1)$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimates</th>
<th>with risk set adjusted for event duration</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_0$</td>
<td>GAG</td>
<td>GPWP</td>
</tr>
<tr>
<td>$s = 1$</td>
<td>$s = 2$</td>
<td>$s = 3$</td>
</tr>
<tr>
<td>$\hat{\beta}_0^a$</td>
<td>$.349$</td>
<td>$.669$</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)$</td>
<td>$.060$</td>
<td>$.075$</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)^c$</td>
<td>$.051$</td>
<td>$.123$</td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_1)$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimates</th>
<th>with risk set adjusted for event duration</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_0$</td>
<td>GAG</td>
<td>GPWP</td>
</tr>
<tr>
<td>$s = 1$</td>
<td>$s = 2$</td>
<td>$s = 3$</td>
</tr>
<tr>
<td>$\hat{\beta}_0^a$</td>
<td>$.349$</td>
<td>$.669$</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)$</td>
<td>$.060$</td>
<td>$.075$</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_0)^c$</td>
<td>$.051$</td>
<td>$.123$</td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{\sigma}(\hat{\beta}_1)$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

a Sample means of $\beta_0$ estimators: $\hat{\beta}_0 = \sum_{j=1}^{200} \hat{\beta}_{0,j} / 200$ with $\hat{\beta}_{0,j}$ the $j$-th evaluation of $\hat{\beta}_0$

b Sample standard deviations of $\beta_0/\beta_1$ estimators: $\hat{\sigma}(\hat{\beta}_0) = \left( \sum_{j=1}^{200} (\hat{\beta}_{0,j} - \hat{\beta}_0)^2 / 200 \right)^{1/2}$

c Sample means of standard error estimators for $\hat{\beta}_0$ or $\hat{\beta}_1$: $\hat{\sigma}(\hat{\beta}_0) = \sum_{j=1}^{200} \hat{\sigma}(\hat{\beta}_{0,j}) / 200$ with $\hat{\sigma}(\hat{\beta}_{0,j})$
d Sample means of $\beta_1$ estimators: $\hat{\beta}_1 = \sum_{j=1}^{200} \hat{\beta}_{1,j} / 200$ with $\hat{\beta}_{1,j}$ the $j$-th evaluation of $\hat{\beta}_1$

ters and their variance estimators were evaluated, which are referred to in the following as the same as the PWP/GPWP estimates but with “PWP/GPWP” in the notation replaced by “AG/GAG”.

Our primary program was written in C. The runif function in Splus was used to generate uniform-distributed random variables in the simulation. Iterations were terminated when the change of the current estimate from the previous estimate was below $10^{-5}$. Sets of values for the parameters ($\beta_0$, $\beta_1$) for $s = 1, 2, 3$ were chosen to generate the event processes, to examine performance of the above procedures in various situations. The following comments and discussions are based on 200 repetitions in each of the simulation settings, with a focus on estimation of the regression parameters. All the simulation outcomes are available upon request.

Table 5 illustrates the simulation outcomes with the simulated scenario of a relative large event duration in Group A, $D_A = 30$, and a large first event risk and small
risk rates of the following events. In this scenario, the approaches with stratification gave very close estimates for the first stratum (about the first event) regardless of risk set definition, for event duration influences only the inferences about the part of the event process with event duration. The table shows large differences in results for all the models, with or without stratification, between approaches with and without adjustment for event duration. Furthermore, the outcomes of all the approaches with adjustment for the risk sets show the higher event rate in Group A than in Group B for all strata. This indicates robustness of the proposed approach against misspecifying covariate effects and/or model stratification. The results associated with the approaches without the adjustment and without stratification suggested Group A had a significantly lower event rate. This illustrates clearly the bias caused by ignoring the event duration in the analysis: subjects with a long event duration were categorized as ones with a low event rate in the analyses without the adjustment.

The following summarizes our observations in general from the simulation results.

(a). In all the simulated scenarios, the sample variances of the estimators for the regression parameters and the sample means of the variance estimators of the regression estimators were close sufficiently for practical use, regardless of the implemented procedures.

(b). When used to identify risk factors, the outcomes of the approaches without adjustment for the event duration were similar to those of the approaches with the adjustment when the event duration was short on average. One may think the outcomes are also similar in the situations where the first event rate is much larger than the rates of the following events, even when the event duration is long. However, with long event duration, the approaches without adjustment for the duration led to obviously biased inferences in the simulation. Table 5 exemplifies this.

(c). Regardless of the sets of values chosen for \((\beta_0, \beta_1)\), the sample means of the regression estimates with GPWP_T (i.e., under the correct model specification) were very close to the true values. This confirms the consistency of the MLPE for the regression parameters. The GPWP_{T*} estimates, with the misspecified \(g(t)\) in the time-dependent effect to the covariate, were similar to the GPWP_T estimates. When used to identify risk factors and to classify events, all the other GPWP-type estimates, the GPWP estimates with time-independent effects and the GPWP_{TB} and GPWP_{T*B} estimates with misspecified stratification, led to conclusions close to the ones based on the GPWP_T estimates. This indicates robustness of the GPWP-type approach against misspecification of event stratification and misspecification of time-dependent covariate effect.

(d). When aiming at identifying risk factors only, the GPWP2 and GPWP2_{TB} estimates were in close agreement with the GPWP estimates. So were the GAG estimates.

6 Discussion

This paper presents a generalized Cox regression model for the conditional intensity function of a counting process, which accommodates non-negligible event duration using adjusted risk sets. Various specifications of the model are illustrated by analyses.
of the hospitalization data that motivated this research. The usefulness of the proposed approach is demonstrated via a simulation study. The proposed approach provides a tool for assessing hospitalization, with particular attention to identifying risk factors.

We assume that the response process is observed subject to a noninformative right-censoring. The data collection of the hospitalization project was subject to the subjects’ provincial medical insurance coverage, and some subjects were unregistered during a portion of the study time. This leads to some extra missingness in hospitalization records, and suggests another data structure to consider. Methods for analyses of event history data with interval censoring, such as those reviewed in Sun (2006), may be adapted to analyze the data. On the other hand, in many practical situations, the observation of the response process is terminated by informative dropouts or failure events such as death. Approaches presented in Wang et al. (2001), Ghosh and Lin (2003), and Miloslavsky et al. (2004), for example, may be extended to analyze recurrent events with non-negligible duration in the presence of dependent censoring.

Several other further investigations would also be worthwhile. One of theoretical and practical interest is another formulation of hospital utilization, using the length of hospitalization over time as the primary measure of interest. In some situations, the total length of hospitalization may be more informative than the count of hospital admissions. Another is, as mentioned in Sect. 2, to investigate the modeling in situations with other time scales, such as time to an event since the end of the previous event. A third is to consider non-Cox type of regression models for the recurrent event data, such as the threshold regression models discussed in Lee and Whitmore (2006).
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Appendix: Asymptotics of \((\hat{\beta}, \hat{\alpha})\)

In the following, we assume all the necessary conditions are satisfied. Define for \(t \geq 0\)

\[
M(t) = \int_0^t Y^C(u)dN(u) - \int_0^t Y^C(u)\lambda(u|\mathcal{H}(u))du
\]

and

\[
\Lambda(t) = \int_0^t Y^C(u)Y^V(u) \sum_{s=1}^S \lambda_{0s}(u) \exp\{\beta(u; \beta_s)Z(u) + \alpha(u; \alpha_s)W(u)\}\bigg|_{s=s[\mathcal{H}(u)]} du.
\]
Note that, under the noninformative censoring assumption, \( \Lambda(\cdot) \) is the compensator of the counting process \( \left\{ \int_0^t N^C(u) dN(u) : t \geq 0 \right\} \), and thus \( \{ M(t) : t \geq 0 \} \) is a compensated counting process, a martingale, with its predictable variation the same as the compensator \( \Lambda(\cdot) \). Let \( \{ M_i(t) : t \geq 0 \} \) for \( i = 1, \ldots, n \) be \( n \) iid realizations of \( \{ M(t) : t \geq 0 \} \). Denote, for \( s = 1, \ldots, S \),

\[
B^{(r)}_s(t; \beta_s, \alpha_s) = \sum_{j \in R(t; s)} \exp\{ \beta(t; \beta_s) Z_j(t) + \alpha(t; \alpha_s) W_j(t) \} \left\{ \frac{\partial \beta(t; \beta_s) Z_j(t)}{\partial \beta} \right\}^{\otimes r}
\]

and

\[
A^{(r)}_s(t; \beta_s, \alpha_s) = \sum_{j \in R(t; s)} \exp\{ \beta(t; \beta_s) Z_j(t) + \alpha(t; \alpha_s) W_j(t) \} \left\{ \frac{\partial \alpha(t; \alpha_s) W_j(t)}{\partial \alpha} \right\}^{\otimes r}
\]

with \( r = 0, 1, 2 \), where \( a^{\otimes 0} = 1, a^{\otimes 1} = a \), and \( a^{\otimes 2} = aa' \), and

\[
BA_s(t; \beta_s, \alpha_s) = \sum_{j \in R(t; s)} \exp\{ \beta(t; \beta_s) Z_j(t) + \alpha(t; \alpha_s) W_j(t) \} \left\{ \frac{\partial \alpha(t; \alpha_s) W_j(t)}{\partial \alpha} \right\}^{\otimes r}
\]

The partial score function of \((\beta, \alpha)\), \( \partial \log \{ P L(\beta, \alpha) \} / \partial (\beta, \alpha) \), is

\[
U(\beta, \alpha; \infty) = \left( U_\beta(\beta, \alpha; \infty)' , U_\alpha(\beta, \alpha; \infty)' \right)
\]

with

\[
U_\beta(\beta, \alpha; t) = \frac{\partial C(\beta, \alpha; t)}{\partial \beta}
\]

\[
= \sum_{i=1}^n \int_0^t Y^C_i(u) \sum_{s=1}^S \left[ \frac{\partial \beta(u; \beta_s) Z_i(u)}{\partial \beta} - \frac{B^{(1)}_s(u; \beta_s, \alpha_s)}{B^{(0)}_s(u; \beta_s, \alpha_s)} \right]_{s = s(H_i(u))} dN_i(u)
\]

(8)

and

\[
U_\alpha(\beta, \alpha; t) = \frac{\partial C(\beta, \alpha; t)}{\partial \alpha}
\]

\[
= \sum_{i=1}^n \int_0^t Y^C_i(u) \sum_{s=1}^S \left[ \frac{\partial \alpha(u; \alpha_s) W_i(u)}{\partial \alpha} - \frac{A^{(1)}_s(u; \beta_s, \alpha_s)}{A^{(0)}_s(u; \beta_s, \alpha_s)} \right]_{s = s(H_i(u))} dN_i(u)
\]

(9)
for $C(\beta, \alpha; t)$ defined in (5).

With some regularity conditions and arguments similar to those in Andersen and Gill (1982), we can establish the consistency of the PMLE $(\hat{\beta}, \hat{\alpha})$ by noting $n^{-1} [C(b; a; \infty) - C(\beta, \alpha; \infty)]$ with fixed $C(\beta, \alpha)$ is a concave function with large $n$ with a unique maximum at $(b; a) = (\hat{\beta}, \hat{\alpha})$. The following facts along with the central limit theorems for local martingales lead to the asymptotic normality of $(\hat{\beta}, \hat{\alpha})$, that is $n^{1/2} \left\{ (\hat{\beta}, \hat{\alpha}) - (\beta, \alpha) \right\} \rightarrow N(0, \Sigma(\beta, \alpha))$, where $\Sigma(\beta, \alpha)$ is defined below. Firstly,

$$
\frac{1}{\sqrt{n}} U(\beta, \alpha; \infty) = \frac{1}{n} \mathcal{I}(\beta^*, \alpha^*) \sqrt{n} \left\{ (\hat{\beta}, \hat{\alpha})' - (\beta, \alpha)' \right\}
$$

by the definition of $(\hat{\beta}, \hat{\alpha})$, where $(\beta^*, \alpha^*)$ is on the line segment between $(\hat{\beta}, \hat{\alpha})$ and $(\beta, \alpha)$, and $\mathcal{I}(\beta, \alpha)$ is the matrix

$$
- \frac{\partial^2 \log \{ PL(\beta, \alpha) \}}{\partial (\beta, \alpha)^2} = \begin{pmatrix} \mathcal{I}_{\beta\beta}(\beta, \alpha) & \mathcal{I}_{\beta\alpha}(\beta, \alpha) \\ \mathcal{I}_{\alpha\beta}(\beta, \alpha) & \mathcal{I}_{\alpha\alpha}(\beta, \alpha) \end{pmatrix}
$$

with $\mathcal{I}_{\beta\beta}(\beta, \alpha), \mathcal{I}_{\beta\alpha}(\beta, \alpha)$ and $\mathcal{I}_{\alpha\alpha}(\beta, \alpha)$ being

$$
\sum_{i=1}^{n} \int_{0}^{\infty} Y_i^C(u) \sum_{s=1}^{S} \left[ \frac{B_1^2(u; \beta_s, \alpha_s)}{B_1(u; \beta_s, \alpha_s)} - \left\{ \frac{B_1(u; \beta_s, \alpha_s)}{B_1(u; \beta_s, \alpha_s)} \right\} \right]_{s = \{ H_i(u) \}} \ | \ dN_i(u),
$$

$$
\sum_{i=1}^{n} \int_{0}^{\infty} Y_i^C(u) \sum_{s=1}^{S} \left[ \frac{B_1(u; \beta_s, \alpha_s)}{B_1(u; \beta_s, \alpha_s)} - \left\{ \frac{B_1(u; \beta_s, \alpha_s)}{B_1(u; \beta_s, \alpha_s)} \right\} \right]_{s = \{ H_i(u) \}} \ | \ dN_i(u),
$$

and

$$
\sum_{i=1}^{n} \int_{0}^{\infty} Y_i^C(u) \sum_{s=1}^{S} \left[ \frac{A_2(u; \beta_s, \alpha_s)}{A_2(u; \beta_s, \alpha_s)} - \left\{ \frac{A_2(u; \beta_s, \alpha_s)}{A_2(u; \beta_s, \alpha_s)} \right\} \right]_{s = \{ H_i(u) \}} \ | \ dN_i(u),
$$

respectively. At the true value $(\beta, \alpha), U_\beta(\beta, \alpha; t)$ and $U_\alpha(\beta, \alpha; t)$ are the same as the ones having $N_i(\cdot)$ in (8) and (9) replaced with the martingales $M_i(\cdot); n^{-1/2}U(\beta, \alpha; t)$ converges weakly to a Gaussian process with mean zero. Plus $n^{-1}\mathcal{I}(b, a)$, in the neighborhood of $(\beta, \alpha)$ converges in probability to the covariance of $n^{-1/2}U(\beta, \alpha; \infty)$, denoted by $\Sigma(\beta, \alpha)^{-1}$. It is thus easy to see that the variance of $(\hat{\beta}, \hat{\alpha})$ can be estimated consistently by the inverse of $\mathcal{I}(\hat{\beta}, \hat{\alpha}; \infty)$.
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